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Abstract

This paper proposes refinements to the finite source correction factor' used in holdup measurements.
Specifically it focuses on a more general method to estimate the average detector response for a finite
source. This proposed method for the average detector response is based directly on the Generalized
Geometry Holdup (GGH) assay method.

First, the finite source correction factor as originally proposed is reviewed in this paper. Following
this review the GGH assay method is described. Lastly, a new finite area calibration factor based on
GGH is then proposed for finite point and line sources. As an alternative to the direct use of the finite
area calibration factor, finite source correction factors are also derived from this calibration factor. This

new correction factor can be used in a manner similar to the finite source correction factor as currently

implemented.
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1 Current implementation of the finite source correction

A finite source correction is currently in use to improve the accuracy of holdup measurements by taking into
account the detector response for finite width line sources and finite dimension point sources. This correction
has a number of advantages. First, in real life all line sources and point sources have a finite width. The
finite source model therefore more closely resembles the real world than the model for ideal points and lines.
In addition with lines and points converted into areas, the measured response can be corrected for material
self-attenuation. The finite source model also reduces bias caused by detector position uncertainty. For
example, imagine an ideal point source. Every real measurement will have the point source off center in
a random fashion. These off-center measurements will always have a lower detector response than a more

centered measurement.

The finite source correction factor as implemented in the HMS3 software has two shortcomings. First, the
detector radial response is approximated by a Gaussian curve fit. Second, the average detector response for

the finite line or point source is estimated by an overly-simplified trapezoidal approximation.

The HMS3+ software? adopts the suggestion® from the model that the detector radial response be fitted
with a Gaussian curve. This choice of curve fit is too limiting. There is no physical reason that the detector
radial response should resemble a Gaussian. It is merely fortuitous that the current collimator produces a
radial response that superficially resembles a Gaussian shape. The ideal radial response is uniform rather
than Gaussian.* It is therefore not unlikely that another collimator design would be adopted that more

closely resembles this ideal rather than a Gaussian shape.

After the Gaussian approximation to the radial response is determined, it is used solely to determine the
detector response at a distance wo/2 from the center, where wo = w’%, and w is the width of a finite line
or diameter of a finite point. The width wg/2 is shown in Figures 1. The assumed curve fit for the radial
response is then implicitly changed from a Gaussian to a triangle, passing through the points C%(%l) and
1 at the center. In the current implementation of the finite source correction, one of two correction factors

are applied to lines or points with a width of w. These correction factors are

2

C Finite line = 1_'_07(1%1)

for a line, and

2

2
C Fanite point = HT(WTO)]

for a point.

2In HMSS3 the finite source correction is calculated with a separate program called Geometric Response Correction.

3The Gaussian approximation of the detector response is not required by the model. It is merely mentioned in the paper
cited in Note 1.

4J.K. Sprinkle, Jr., R. Cole, M.L. Collins, S-T Hsue, P.A. Russo, R. Siebelist, H.A. Smith, Jr., R.N. Ceo, and S.E. Smith,
Low-Resolution Gamma-Ray Measurements of Process Holdup., LA-UR-96-3482. October 1996.
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Figure 1: Graphical representation of the simplified average detector response implemented

in the current finite source correction.

2 Review of the Generalized Geometry Holdup (GGH) calibration
method

Rather than assuming trapezoidal or Gaussian radial responses, it would be more consistent to resort to the
definitions in the GGH assay method. The formulas from GGH are summarized in Table 1. In the GGH
scheme, the specific mass is shown on the first line of the table where C is the sample count and r is the
distance between the sample and the detector. All counts, C, C;, and C{ are corrected for background and

Compton continuum.

The three calibration factors K, where the subscript x indicates a point, line, or area, are defined in the
second line of Table 1, where my is a well-characterized standard located at position 0, Cj is the count from
that source and r( is the distance from the face of the detector to the calibrated source. The parameters L
and A are referred to as the effective line source length and effective area-source area and are defined on the
next line of the table, where N is the number of calibration points for the radial response, s is the distance
between these points, a; is the incremental area of the annular ring at position 4, and Cj is the count at

the center position from the same source used for all C;. Note that Cy and C{) need not be the same. The
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Table 1: Summary of the Generalized Geometry Holdup (GGH) method.

Point

Line

Area

specific mass
calibration

factor

example

my(g) = Kp0r2

K, =
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!
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K, =7.28 x
107% (g - s/em?)

my(g/ecm) = K;Cr
Kl = LTC'n(')To
N
L=y o
i=0

K; =1.16 x
107% (g - s/cm?)

my(g/em?) = K,C

K, = AﬂCOE
N
4= &Y ac,
i=0
K,=175x

107% (g - s/cm?)

distinction is made so that a stronger source can be used for the radial response, but a well-characterized

standard used for the absolute detector response at position 0.

Figure 2: GGH representation of an area source.

One would expect that as the width of a point or line source increases to fill the detector field of view that

the specific mass would be equivalent for the finite source and an areal source. An example will show that
this is not the case. This example is from a calibration of MCA /Detector N302/HY-599 at Y-12 National
Security Complex on August 29, 2000. Let W, represent the width of the detector total field of view at rg.
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For this example Wy is 95 cm. The calibration factors for this detector are
K, = 728x107% (g-s/cm?)

1.16 x 107% (g - s/cm?)

1.75 x 10°% (g - s/em?)

& R
(R

Consider a large finite point source of mass mg which just fills the detector field of view. The area of this
finite point is 7,088.2 cm?. This mass at will produce counts C,, at ro = 40 cm. The calculated mass is
mg = K,Cp A, for an area source. The correction factor from the model for a finite point source of this size

is 4. Therefore the mass calculated as a point is m, = 4K,Cp,r2. The ratio of the masses calculated in these

me — KgaAqg
mp — 4K,r3

two ways is = 2.66. Clearly the correction factor underestimates large finite point sources.

Similarly, suppose a line source has both a length, L;, and width of 95 cm. The correction factor for this

2

line using the current method is 2. The area of this line is 9,025 cm®. The ratio of the masses calculated

: te Ma . _KiA,
as an area and a line is iy oy m

= 1.79. The discrepancy, although smaller than for a finite point, is

significant.

3 Proposed generalized calibration factor, K,

The comparison of finite lines and points to area sources implies a method for a finite source correction
factor. A generalized calibration factor K,,, which is consistent with the GGH model can be used for finite
lines and points. This calibration factor must be defined consistent with the area calibration factor K,.
Thus,

Mo
Ky,=——F-
v 4,08

where the finite effective area-source area is

1 &
Aw = C—O;a,C,

The areas a; of segments C; are shown in Figure 2.

For a finite point source a; is identical to that for an area source except when i = N'. On the N'th ring the

area will be somewhat less as shown as a» in Figure 3.

For a finite line source N' will equal N. This is because in the direction of the length of the line, the
line always fills the detector field of view. The area a; will be the same as that for an area source for the
calibration points within +wq/2. Outside of this width, a segment will be missing from the area. An example

of this area is shown in Figure 4 as as.

The effective area a; for a finite line of width w, can be calculated as follows:

i—1
ai = Tr; — 28; — E a;
=0
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Figure 3: Finite point source of width w.

where s; is the area of a circle segment.®

The finite area calibration constant depends on whether it is for a finite point or finite line. There are
therefore two new calibration constants , Ky, and Ky, which depend on the parameter wo = w%2. These
calibration constants can be used directly to calculate the mass for a point source or the specific mass for a
line source.

mp(g) = KwopCW(%)z

= K (3) (7)

w2
= Ky, (—) C for a point source
r

ml(g/cm) = Kwolcwo

w
= Kwoﬂ‘o —C
r

w .
K,—C for a line source
r

Note that in the last step of each calculation a new calibration constant was used which incorporates constants

and the factor rq¢ into the calibration constant.

5The formula for the segment area is s; = r2 cos ™" (—) — Yo, /p2 (%)2.



Figure 4: Finite line source of width w.

4 Alternative finite source correction factor based on generalized

calibration factor K,

An alternative to the finite area calibration constant K, is a correction factor derived from K,. This

correction factor for a source of width w would be

2
_ Kygpm (%Q)
C Fhnite point = T K2
»T0
for a finite point, and
Ku)olw()

C Fnite line =
Kiro

for a finite line.

A comparison of the proposed finite source correction factor with the old factor is shown in Figure 5 for a
finite point and in Figure 6 for a finite line. The old correction factor is slightly overestimated below a wyg
of about 50 cm and then grossly underestimated. The old correction factor is better for a finite line source.

However for a wy greater than 50 cm it also begins to grossly underestimate the correction needed.
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Figure 5: Comparison of the old finite source correction and the proposed finite source

correction factors for a finite point source.
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Figure 6: Comparison of the old finite source correction and the proposed finite source

correction factors for a finite line source.



In practice it might be convenient to fit the finite source correction factors to a polynomial at calibration
time for easy calculation later. This representation reduces both the data needed and calculation intensity

at operation time. These polynomials for this example are

2
CFinite point = 0.0051 (%) —0.0349 (%)+1
R* = 0.9992
for a point, and
2
CFimietne = 00009 (5) +0.0163(75) +1
R® = 0.9968

for a line.

5 Summary

A finite source can be calculated with either a uniform finite source calibration factor or with a correction
factor derived therefrom applied to a point or line source approximation. Either the calibration factor or the
correction factor can be reduced to a second order polynomial at calibration time for convenience. Either of

these factors are derived directly from the GGH model.
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